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A study of the wave climate in the Norwegian Sea.
Algorithms in Markov models for deriving p'ifobabilities of
certain events | |

R. FJORTOFT
The Norwegian Meteorological Institute

Fjortoft, R. A study of the wave climate in the Norwegian Sea. Algorithms
in Markov models for deriving probabilities of certain events. Geophysica
. Norvegica, Vol. 32, No. 3, pp. 45-76, 1982. :

A ‘gamma’-probability distribution is used to fit the cumulative frequencies
of observed significant wave-heights H. At different times of the year it is
shown that these distributions differ only by scale factors on the H-axis, the
annual variation of which is satisfactorily represented by an annual average
plus an annual and semiannual periodic component, The frequency distri-
butions for significant wave-heights computed from the model presently in use
at the Norwegian Meteorological Institute, differ significantly from ‘those
based on instrument measured wave heights. A method is given by means
of which these distributions may be corrected. — In Part 11 algorithms are
developed, chiefly of iterative nature by which probabilities of certain events -
may be obtained in MARKOV models. In Part II) this is applied to the
study of the wave climate. : : '

R. Fjerigft, The Norwegian Meteorological Institute, P.O. Box 320 Blindern, Oslo 3,

Norway.

" INTRODUCTION :
Statistical models are important tools to
meet the needs of users wishing to estimate
probabilities of important climatological
events. On the continental shelf of the
Norwegian Sea, wave height is one of the
important geophysical variables. This
study is limited to this variable.

Numerous events of different types con-
nected with wave-height and its variation

in time over shorter or longer intervals

are of interest to users. Since statistical
models, apart from a usually small number
of parameters, have well-defined mathe-
matical forms or implications, they pro;
vide means of great flexibility for arriving
at estimates of probabilities. Furthermore,
they are indispensable when dealing with
events which occur so rarely that they are

hardly observed in the existing series of

observations. Finally, probabilities of all
events covered by a model are completely

defined after numerical values have been

assigned to the parameters in the model,
which will usually require fewer observa-
tions than if all these probabilities were to

be estimated from a direct counting of the .
corresponding frequencies. However, ob-,
viously the choice of models must utilize

all €xisting knowledge based upon ob-
servations as well as on theoretical evi-
dence.

This paper falls into three parts:

In the first part, a model probability dis- -

tribution of significant wave-height is de-
veloped, based upon the study of observed
waves. It concludes with a method for
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correcting the frequency distributions of
computed wave-height in the wave model at
the Meteorological Institute.’

In the second part, Markov models, chief-
ly of first order, are introduced for succes-
sive events. Certain algorithms are deve-
loped by means of which probabilities of
a number of compound events can be ob-
tained :

a) The duration of ‘runs’ of certain events,
a run being defined as a successive
sequence of occurrences of an event
flanked by the complementary event.

b) Extremes in periods of arbl_trary
lengths.
c) The frequency of occurrence of certain

events within periods 'of arbitrary

lengths. .
d) The means of variates taken over
periods of arbitrary lengths.

In the third part the results of part one
and two are applied to the waveclimate.

PART I

1. The probability distribution function of sig-
nificant wave height

1.1 Definitions .

Let H denote significant wave-height
considered as a random variable, and h
particular values of it. The model distri-
bution function, F(h), of H, at a certain
day 7 of the year and at a certain location
I, is supposed to satisfy the following
general conditions: '

f=F(h);0<h (1)a
F is continuous and strictly increasing in
[0, co > , (1)b
F(0) =0; F(oo) =1 - - (De

Prlh.<H <h"] =

- It follows that the inverse of F(h) exists:

h = H(f); 0 <f<1 @

The connection between F(h) and prob-_
ability is

Pr{H <h] = F(h) - (3)

If h” > h' are two fixed, but otherwise
arbitrary values of H, we may write the

‘event [H < h’] as the union of the exclu-

sive events [H < h’] and [h' < H < h"].

- From the definition of probabﬂlty we then

obtain:
Pr[H <h”] =Pr[H <h'] +
Pr[h’ <H <h"]

Using (3), it follows

F(h") — F(h) (4)

If we wish to express the dependency on
the day of the year and on the location,
we shall write

{ = F(h; v,)) i ' (5)

The probabilities also depend on the hour -
of the day. This dependency is so weak,
however, that it may be ignored except
perhaps in summer close to the coast,
where random variations in the sea-
breeze wind system may influence - the

probability distribution of H significantly.

1.2 The sampling problem

Consider a sample of N observations from
which we wish to estimate F for a given
day of the year and hour of the day. Since
the wave climate is known to vary over
the year, only one observation, to be strict,
should be taken from each year, and of
course refer to the considered time of the
year. In this time series over N years,
suppose a number n(H < h} of the N

- observations are observed to have values

less or equal to a fixed value h, and a
number n(h’ < H < h") observed to




have values between two arbitrary values
h’ and h". The corresponding observed
relative frequencies are then :

BN ,m )
n(h” <H <h)

Hsh)_
Fun(B") — Figy(R) )

The notation on the right side of (7) is
consistent with the notation defiried in (6)
because we have

n(H <h') +n(h’ < H < h") =
n(H < h")

As supported to some extent by experi-
ence, we adopt as a working hypothesis
that these observed relative frequencies,
by successive series of N observations for
increasing N, gain sufficient stability to
justify the relations

Fops(h) ~ Pr[H < h) = F(h) (8)
Fobs(h”) — Fobs(h’) ~
Pr[h’ <H <h”] =F(h") — F(h') (9)

when N is becoming large.

Besides serving to give the probability
concept introduced more substance, these
relations as written are meant to state that
the probability of F, differing from the
true value I’ of the underlaying probabil-
ity by more than a given magnitude,
however small, goes to zero when N goes
to infinity. Relations (8), (9) represent an
abstraction from the real world. In fact
the increased stability of F,, by increased
N will certainly again get lost when N
becomes so large that the influence of
systematic long-periodic trends on F_,_ can
no longer be ignored.

1.3 The estimation problem
Relations (8), (9) tell us that the observed
relative frequencies are estimates of the
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corresponding probabilities, and that the
risk of making errors beyond a chosen
limit decreases to zero with increasing N,
How fast this decrease is, can be evaluated.
when we have a probability model for the
compound event of N h-values. However
even in the favourable case of a mndom
sample (statistical independence between
the N results), the number N of years for
which we have observations (3-25) are far
from sufficient for estimates obtained in

* this way to have acceptable risks of errors.

In many estimation problems it is

known that the distribution function be- .

longs to a family G(cy, c,,. . ., ¢,) of distri-
butions. If the number of parameters is
small, say one or two, even a small
number of random observations may be
sufficient to estimate the F with accept-
able risks. In the case of waveheight,
however, there is so far no or little such a
priori knowledge. We must theérefore, at
least initially, be content with a display
of the estimated cumulative frequencies,
for instance by the F, defined in (8), for
a limited number of h-values.

1.4 The relation between distributions ai dif-
Jerent times of the year

Consider the ratio between the inverses of
the distribution functions at time = and 7,
of the year: H(f;z)/H(f;v;). This ratio
must be a function .of {, 7, 7,, which we
shall denote by Q ({, 7, 7,). Then

H{;r) = Q7 5) Hf; 7)™ (10)
In the simplest case Q is independent of f:
H(f;7) = c(7, 7y) H{f;7y) (11)

It will be shown in the next section that
observations confirm these linear rela-
tions to a satisfactory degree. In doing so,
it is convenient first to eliminate c(,7,).
This can be accomplished by applying an
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operator L 6n the H({f) values for 0 <f<1,
h,(z) = L:[H(f;7)] - (12)a
with the linear property |

L:[cH] = cL:[H] (12)b

Using this operator on both sides of (11),
we get

y(r) = c(r7)h(7) (13)
Then, by dividing on both sides of (11)
with the corresponding terms in (13), we
obtain

H(f;r) _ H(m)
h.(7) h,(7)
Hence H(;7)/h,(t) is a function of f
- alone. Denoting this by H*(f) and its
values by h*, we obtain

h* —H*f); 0<f<l - (15)

with the invcrs‘e _
f* = F(h*), 0 < h* (16)

Between the distributions F(h;r) and
F#(h*) and between their inverses we
have the relations

F(h;7) = F*(h/h.(7)) (17

H{f;7) = ho(x)H*(f) | (18)

In order to estimate F*(h*) we need ob-
servations of h*. Since h* = h(z)/h,(7),
and only h is observed h,(z) needs to be
estimated.

The linear operators which have been
used are

hy(s) = u(z) = [ H(E;7)dl (19)a
ho() = wi(x) = ((ER(E)ADE (19
h,(v) = »(z) = solution of

0.5 = F(h7) .‘ (19)¢

which, when estimated by the corre-

(14)

sponding sample means in (19)a, (19)b,
and by the sample median in (19)c, have
resulted in no significant differences in the
final results.

1.5 The observations :

The observations of wave-height in- the

open sea fall roughly into three categories:

a) Observations of measured wave-
heights over a few years in a few
geographical positions. The corre-
sponding significant wave-heights are
recorded for every 3 hours and in the
unit 0.01 m.

b) A relatively long series of visually ob-

_served heights of wind-sea and swell at =

the weathership in position 66° N, 2° E

hereafter named MIKE. The serzes' '
started in January 1949, The heights
are recorded for every 3 hours, and -

given in the unit 0.5 m.

c) Computed significant wave-heights every

6 hours from the wave model of The

Norwegian Meteorological Institute,

using analyzed weather maps to get

the input windfields in the model.

{Haug 1968.) The unit is 0.1 m.
From these sources we have selected data
as follows: Measured significant wave-
heights every 24 hours as shown in Table 1
together with all-year irequencies of mea-
sured wave-heights at BRENT at 60°10'N,
1°40" E.

Visually estimated significant wave-
heights every 24 hours at MIKE at 60° N
2° E for the period Oct. 1953-Sept. 1977.

Computed significant wave-heights ev-
ery 24 hours for the period Oct. 3, 1972—
Sept. 30, 1977 in grid points named and
located as follows:
2°43" E. Statfjord 60°37" N, 1°40" E.

Haltenbanken 64°59° N, 1°44 E. Mike

66°14’ N, 3°05"_E. Tromseflaket 71°47" N,
19°05" E. '

Ekofisk 56°37° N,
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Table 1
Number of instrument-measured significant waveheights every 24 hours in dlfferent months and years

at FAMITA, UTSIRA and AMI.

FAMITA 57°30" N, 3° E

R F M A M
1969
70 31 28 31
> ;
72 30 29 28

73 31 28 31 29
74 22 24 26
75 19 25 28
76 31 29 31

J

] A s O N D

25 28

30 31 20 31
28 23 27

16 29 25 28
31 30 31

UTSIRA 59°18’ N, 4°53' E

] F M A M
1970
71 9 7 30
72 | 5

73 31 28 31 30 31
74 31 28 30 30 30
75 2 27 16 22 21
76 5 28 28 17 26
77 25 24 15 30 23

J

3
2

3

J A S o) N D

8 3 3 31 27 .3

3 17 ,
0 3l 31 30 31 30 31

8 30 31 30 31

4 5 ' 20 30 31

3 15 7 31 2 - 2

0 19 9 7 4
7

AMI 71°30' N, 19° E

J F M A M
1976 . o
77025 25 271 29 29
78 28 25 24 2% %
79 24 25 23 27 91

J

2

2
2

J A S o N D

200 28 24 92

6 25 21 22 25 26 25
6 28 20 25 27 23 27
5 28 2 19 22 27 26

1.6 Observed cumulative frequencies

In this section we shall test the 0-hypo-
thesis that samples taken at different days
of the year of the random variable h/h,
are from identical distributions F*(h/h,).
For h, we shall take the first moment 1(7)
estimated by the sample mean h(z). Be-
cause of the small number of years of
observations we shall, at least. initjally,
consider monthly groups of observations.
Because of the slow variation of the dis-
tribution over the year, we may consider
this test as applying approximately to the
distributions at mid-month times Ty
m=12,..12 _

These monthly grouped cumulative re-

lative frequencies, denoted by F,. (—% ;m) ,

are tabulated below for %z 0.3, 0.6,.
for FAMITA, UTSIRA, and for
= 0.2, 0.4,.. ., for AMI.

These tables show no obvious sign of
any significant annual trend 4n the distri-
bution of h/h. The same is demonstrated
by the curves in Fig. 1 a~d which con-
nect the monthly h/h-values correspond-
mg to a number of selected values of

F* . (h/h;m). The variations from month
to month give the impression df rather
erratic variations around the annual

means. This:is contrary to the observed:
- distribution of h, where the efratic varia-
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Table 2 (a)-(d}
Cumulative observed frequencies of h/h in percent based on observed waves for FAMITA, UTSIRA,
AMI, and MIKE for calendar months. The next to bottom row gives the monthly sample means, h, -
of sign. wave height, h, in metres, and the bottom row the total number of observations used for each

month,

_ (a) FAMITA _
h/h ] F M A M J J A S 0 N D
0.3 3 1 3 _ 0 5 3 - 2
0.6 20 22 25 19 22 28 20 18
0.9 52 51 53 54 50 56 52 47
1.2 66 69 71 70 . 72 - 71 72 70
1.5 84 84 81 86 85 80 86 90
1.8 94 92 91 95 93 88 94 95 :
2.1 96 98 95 95 100 95 98 99 .
2.4 99 100 97 97 . 97 98 99
2.7 99 98 98 ' 97 99 100
3.0 100 99 100 99 99
3.3 99 : 99 100 "
3.6 99 . 100
3.9 99
4.9 : 100
E 320 231 242 260 1.91 216 328 3.39m
N 163 134 174 57 ' 46 152 162 177

(b) UTSIRA

h/E ] F M A M I J. A S o) N D
0.3 2 3 3 3 8 1 0 9 4 2 1 4

0.6 32 29 - 28 25 32 19 24 24 29 29 24 24
0.9 49 48 56 50 56 49 55 47 51 57 50 44
1.2 69 69 72 71 71 70 77 66 = 67 74 72 69
L5 83 8 84 83 81 89 87 77 85 85 85 85
1.8 90 90 91 92 91 96 92 87 9 90 91 92
2.1 97 95 92 98 95 % 93 96 94 93 95 98
2.4 99 99 97 99 97 98 96 98 96 96 98 160
2.7 100 99 98 99 98 100 98 98 99 96 99

3.0 - 99 99 99 98 98. 100 100 97 99
3.3 100 99 99 98 99 © 99 100

3.6 99 100 98 100 99

3.9 99 98 ' 100

4.2 99 98

4.5 100 99 _

4.8 99 - -

5.1 100 ‘

Y 23 1.87 177 191 122 1.17 103 098 155 191 251 2:82m .

N 127 143 149 129 136 98 95 70 113 144 119 130

_ (c) AMI . .
h/h J F M A M ] I A S o N D
02 © 0 0 0 0. 0 0 0 0 0 0 0
0.4 4 1 0 7 11 - 4 2 3 5 6 3 4
0.6 17 19 11 23 28’ 22 5 13 20 21 24 16
0.8 47 41 31 45 45 M4 30 42 42 40 47 42




Wh o J F M A M ]

1.0 60 63 54 55 63 36
1.2 75 71 74 73 71 71
1.4 82 80 88 78 80 81
1.6 88 85 95 88 83 83
1.8 94 95 96 93 88 92

2.0 974 98,7 973 94 92 96
2.2 97.4 987 987 95 96 96
2.4 97.4 987 100 97.6  98.7

2.6 98.7 98.7 98.8 987 100
2.8 98.7 100 100 98.7

3.0 98.7 _ 100

3.2 98.

3.4 98.7

3.6 100 _

h™ 308 275 25 205 1.75 1.66
N 77 75 74 82 76 77

98.7
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J A S O N D
51 64 60 57 63 62
77 76 73 74 73 74
86 82 80 82 81 86
96 88 84 89 87 90
988 94 90 93 90 92
100 95.5 92 94 "9 94
955 93 95 95 94

97 96.5 96 96 95

97 98.8 98 97 97
98.5 100 160 98 98
98.5 99 100
98.5 160
100
119 144 195 238 293 2.9m

81 67 86 102 100 104

(d) MIKE

hE ] F M A M J

0.3 1 0 3 4 12 3
0.6 . 21 19 25 11 - 24 25

0.9 56 51 44 50 53 53
1.2 69 72 81 79 - 71 76

J A S 0 N D
1 7 6 4 1 0
14 22 22 95 15 32
4 4 64 44 50 46
69 74 79 74 7 75

L5 85 86 92 88 83 92 86 92 92 88 88 89
1.8 90 94 93 92 96 98.6 92 98.6 96 96 9“4 92
2.1 9 97.2 94 97 98.6 100 97 98.6 96 97 98.6" 94
2.4 97 97.2 972 986 98.6 100 100 97 100 98.6 98.6
2.7 100, 98.6 986 98.6 986 98.6 100 100
3.0 160 100 98.6 98.6 100

3.3 100 100

h - 291 292 273 221 1.85 160 1.67 1.83 232 258 276 2.73 m

N A

72 72 72 72 72 72

tions are superimposed upon a distinct
annual trend, as shown for instance for
MIKE in Fig. 2.

For an objective test of the 0-hypothesis
that the distribution of h/h is independent
of the time of the year, we have studied
samples from MIKE of size 24 which
consist of one observation a day over 24
years for the 11th of each month. For h,
we have used the first moment estimated
by the means h tabulated in Table 2.
This gives the ordered sequences tabu-
lated in Table 3. (Since the unit in the
MIKE-observations is 0.5 m, many ob-
servations will have equal values. These

have been made different by a randomi-

zation process, using. a uniform dlstrlbu-'

tion in each 1/2-m interval.)

In Table 4, 16 pairs of these samples
have been combined into ordered samples
of size 48, the ordering having been indi-
cated by letters 0 and X, O representing a
summer-month observation and X a
winter-month observation.

From this table, it is seen that the
observations seem to be well mixed. Using
the number D of ‘runs’, defined in the
introduction, as the test statistics of the
O-hypothesis, we find that for pairs of
random and mutually independent sam-




hy T 1T 17T 17T 17T 17T 7T 17 1 11 17 17171711 17T 1T 11 h/ﬁ
3.5 - 35
3.0 3-.0
2.5 +— 2.5
2.0 - _ 2.0
1.5 - 1.5
1.0 p~ 1.0
0.5 10 T4+ \/\/\__10/'_— 0..5
0 I T T T T T O T A I I+ 1 ¢t 1 1t &t 1 1 1 1 '0
JASONDJFMAM) JFMAMJJASOND_
(a) FAMITA (b) UTSIRA Fig. 1 >

ples, when the sample size is 24, D has
expectation and standard deviation

E[D] = 25; op ~ 3.5

Furthermore, this test statistics is approx-

imately normally distributed when the
sample size is greater than ten. (See, for
example, Mood 1963.) The observed
values of D are shown at the bottom row
of the table. It is seen that 14 out of the
16 values deviate from the expected value
with fractions of op.

On the basis of this result we feel
motivated not to reject the O-hypothesis
i.e. to consider h/h, irrespective of the
time of the year as samples from an
identical distribution F*(h*). This gives
values of F*, (h}) —F%, (hi.,) and

F *obs(h?) as given by the numbers in
the first and second columns of Table
5.

Instead of a small number 3-5 of quasi-
independent observations-for estimating
F(h;7) at any particular day of the year
for the stations FAMITA, UTSIRA, and
AMI, we have now got from 1001-1453
values of h/h to estimate F*(h*). These,
however, do not constitute a random
sample because of the statistical depen-
dence between observations 24 hours
apart. Assuming that the influence of this
dependence is effectively lost after periods
of approximately the length of a month,
we may roughly assume an efficient in-
crease in the size of the sample by a
factor of at least twelve.
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IIIEII_III!II h/'ﬂ'
1 — 3.0
| 100
~ . 2.5
1T 95 7 20
.___\/\/\20/——-_-’—1_5
| 80
= 4 ' 50 - 1.
1.0 50 ,/\_/W 0
/\__/\/‘\/

4 L 10 -
0.5“_/\M/ /\/\/—_\——/\ 0-5
Y O N T U T U O Y O A T T Y I
JFMAMIJ JASOND JFMAMIJJASOND

(c} AMI {d) MIKE

Fig. 1. Selected percentiles of monthly cumulative frequencies of instrument measured significant wave-
heights h divided by their monthly sample means, b, at FAMITA, UTSIRA, AMI, and MIKE.

To get estimates of F(h;z) at some day ' -
7 we use relation (17) . h :

F(hst) = F*(h/u(v)) o mefer

<o

where u(7) must be estimated from k(7).
These estimates for mid-month days are
given in Table 2 as monthly averages for 7
FAMITA, UTSIRA and AMI, and as

the average of three days each month,
ten days apart, for MIKE. -

5
1.7 Fitting a gamma distribution to the observed .
Jrequencies
A variate X has a gamma distribution if 3
PriX <x] =
xif ~U _ .« 2
ST dU =G@af)  (20)

[

Fig. 2. Selected percentiles of monthly cumulative

frequencies of visually estimated significant wave-
heights at MIKE.
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Table 3
MIKE: Ordered samples of 10? h/h the 11th of each month.
] F M A M ] J A S O N D
34 26 20 14 20 50 30 30 25 12 28 29
56 34 46 28 33 52 33 44 30 67 33 30
59 4] 35 49 34 54 50 72 49 69 51 48
73 64 65 50 48 57 51 72 57 71 55 49
74 65 67 60 30 65 51 73 65 76 59 52
74 66 70 62 52 68 52 74 66 77 63 56
76 70 71 67 54 69 52 78 66 80 68 56
77 73 74 74 75 78 54 78 70 89 73 56
81 78 74 76 83 79 67 83 74 91 73 37
82 87 83 78 90 84 67 93 75 92 75 58
91 88 86 79 101 84 72 94 86 97 77 59
95 89 87 80 102 86 74 98 86 106 78 89
98 93 88 96 104 96 75 100 95 108 84 92
98 95 91 103 107 100 . 82 104 100 109 84 111
99 98 92 105 109 113 87 106 108 109 102 117
103 108 93 105 114 122 94 107 118 - 111 107  .-123
105 117 95 106 122 124 106 111 125 123 - 139 128
131 129 96 109 135 126 115 117 136 128 144 130
136 141 101 112 137 126 126 117 142, 138 153 132
149 142 124 117 140 142 126 122 154 144 175 137.
151 149 132 118 144 163 127 124 154 149 176 144
180 155 - 140 179 163 163 128 134 178 180 - 189 ° 197
291 169 223 182 164 194 141 158 | 231 183 =~ 206 220"
310 238 270 301 202 229 146 160 286 204 214 258
0<x, 0<f, —1l<a for a, for the same 1ntervals used in Table
5 The interval frequencies I'* (hlﬂ,a) —
The first moment x is given by (h1 ;a) and the observed ones are plotted
in Fig. 3 a—d, together with the values of
p =Bl + 1) (21} 4 which seem to have given the best fit.

First moment of H* is by definition equal
to unity, since H* = H/u. If H¥* shall
satisly a gamma distribution, we must
therefore have

1
f= o (22)
and, accordingly
1
G(h*;0,6) — G(h*,a,a -~ )lz
F* (i) (23)

which is a one-parametric family of distri-
butions. We have calculated F*(h*;a)
with various multiples of 0.5 substituted

Similarly Fig. 4 a—d represent the cumula-
tive frequencies.

As 1t appears, the model looks as a
whole quite good. Some of the deviations
are certainly erratic. However, for the
stations with instrument measured wave-
heights there is a discrepancy for small
values of h*, which follows the same
picture at all three stations, and therefore
most likely is not erratic.

It is possible that this discrepancy.is a
result of the particular way the instrument
wave data are processed for the lowest
wave-heights (Personal communication
with Lars Héland). |
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Table 4

In this table the 24 values of 102 h/h for the 11th of each month for summer and winter months have -
been grouped together and each of the combined samples of 48 values arranged in increasing order,

0 indicating a summer.value and X a winter value. The 48 values of each combined sample are obtained

by first running through the first column and then continuing from the top of the second one. The

bottom row gives the number of ‘runs’, as defined in the introduction, of the cornbined samples.

May Jun Jul Aug May Jun Jul Aug May Jun Jul Aug May Jun Jul “Aug

Nov Nov Nov Nov Des Des Des Des Jan Jan Jan Jan Feb Feb Feb Feb

00 X0 XX X0 00 XX X0 X0 0X X0 00 0X 0X XX X0 XX

XX X0 o 00 X0 X0 00 00 00 O0X 0X XX X0 XX 0X 00

X8 0o XX X0 X0 X0 XX X0 X0 0X X0 0X 00 X0 0X XX

00 X0 00X 0xX 00 XX 00X 00 0X 0X 0X X0 X0 0X XX Xo

0X 0X 00 X0 00X 00 X0 X0 00 X0 0X XX 00 00 X0 00

00 0X X0 X0 X0 XX X0 XX 0X 0X 0X 00 XX 0X 0X X0

00 X0 00X XX 0X 00 0X X0 00 XX 0X 0X 00 00 OX X0

X0 00 00 X0 X0 0X 00 XX 00 00 O0X X0 00 XX 00 XX

00 X0 0X X0 0X X0 O0X X0 X0 00 0X 00 ©0X 00 0OX X0

00 X0 00 00 XX X0 XX X0 X0 00 X0 X0 00 X0 00 OX

X0 00 00 00 0X X0 o0 X0 XX X0 X0 00 XX X0 0X 00 .

XX XX X0 X0 ox ox 00 XX X0 X0 00 X0 X0 00 X0 X0

X0 00 X0 00 X0 XX 00 X0 XX XX 00 X0 X0 0X X0 00

XX 0X X0 X0 XX XX XX 0X 00 XX 00 X0 X0 XX X0 00 _

X0 XX 0X 0X X0 XX X0 0X X0 X0 X0 0X XX X0 00 XX

XX X0 00 XX X0 00 XX 00X X0 0X 0X 00 0X 0X 0X 00 _

00 X0 XX XX XX 0X XX 00 XX X XX XX X0 XX X0 0xX

X0 XX 00 00 X0 00 XX 0X XX X0 X0 XX 0X 0X 0X 00X

XX 00X XX X0 00 00 X0 0X 00 X0 00 0X XX 00 XX XX -
XX XX XX 00X 00 00 0xX 00 00 0X XX X0 X0 00 00 XX
ox o0 X oX XX 0xX o0 X0 XX 00 XX 00 X0 0X 0xX X0
X0 XX XX XX 00 0X 0X XX X0 00 XX 0X 0X X0 XX 00
XX 0X 0X XX XX 00 0X 0X XX XX 0¥ XX X0 X0 0X XX
0X X0 XX 00X o0X XX ox 0X XX XX XX 0X XX XX XX 0x

24 28 27 23 28 23 23 19 22 23 20 28 28 25 27 27

1.8 Stmoothing of h(z) in which relatively few terms are kept in
Let us consider the daily values of ex- this discrete Fourier expansion of p.”—
pectation x(7) putting v = I at January 1. The expansion of the estimates h(7) may
#(7) has an annual periodicity and most be written - '

probably undergoes at no time of the year v o
great changes within periods of up to a h(z) B M(mRK) + R(zKK) (25)

couple of weeks. This may be expressed where

by assuming a model

=

KK,
W) = M) =a,+ 3 T
where - (24)

P (c 2nKz sin QnK‘r)
k= 365 ° 365

KK
M'(z;KK) = a’, + > a'y - Fg (26)
K=1
and where R contains the cdmponents
with K > KK. The coefficients a_’_; are
estimates of the g{: in the model, and are
given by
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Table 5
F* . (h¥.,) and cumulative frequencies F* obs () for interval limits as
h/h. Observations every 24 hours, whenever they exist, are used for

Interval frequencies. F* , (h¥) —
shown for the variable h* ==

FAMITA, UTSIRA, and AMI, and one observation every 10th day for MIKE. Last row shows the

_corresponding sample sizes. Unit 1f 1000.

i h% FAMITA UTSIRA MIKE h¥ AMI
1 0.3 26 26 33 33 36 36 0.2 o - 0
2 0.6 193 219 238 271 177 213 0.4 42 42
3 0.9 299 519 241 513 287 500 0.6 142 184
4 1.2 179 698 195 708 242 742 0.8 - 231 415
5 1.5 146 844 1534 841 140 882 1.0 175 589
6 1.8 83 927 - 69 910 bl 943 1.2 146 735
7 2.1 43 970 41 950 27 970 1.4 87 822
8 2.4 13 983 28 - 978 16 986 1.6 63 885
9 2.7 7 990 10 988 8.1 994 1.8 43 928
10 3.0 5.6 995 3 991 3.5 998 2.0 23 951
11 3.3 1.9 997 3 994 2.3 1000 2.2 10 961
12 3.6 0.9 998 1.4 996 2.4 14 - 975
13 3.9 0.9 - 999 2.1 998 2.6 10 985
14 4.2 0.9 1000 2.8 8 993
15 4.5 1.4 999 3.0 4 997
16 3.2 1 998
17 5.1 : 0.7 1000 3.4 1 999
18 5.4 3.6 1 1000

Number of obs. 1062 1453 864 1001

| 35 27K
12 sin =—

2%y = 365 4 Z h(z); Ao 12 (31)

— 2 365 . K Q%K K

’

*¥ = 365 =1 h¥x (2_7) Putting m = 1 at mid-January the esti-

If, as is the case for MIKE, h(z) is com-
- puted only for 36 days of the year, starting
January 1, we get

1 36_ — 2 36__)_

Averages h based upon monthly grouped

(28)

observations, h(m), m = 1,2,...,12, when

approximated by

E(m) ~ M'(m;KK) =
KK

a’, + Y Ay Fy (29)
K=1

—> K2am K2am

FK - (CQS 1—2: SII. - 12 ) (30)

gives

mates A7 are obtained from (32)
1 _

A, = ﬁm_z::_l h(l’l’l),

— 9 B _

Rx— 5 X Bl (33)

Using (31), this gives the estimates of a’y"

- 7K '
dg = = T 9aK A'’g (34)
12 sin ——— 3

The results obtained for the estimates
of the annual constant and the coefiicients
of the two first components are given in
Table 6 1n the unit of metres.
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{b) UTSIRA

{d) MIKE

I 1
ol | 1

20

10 -

e |
340

49
h*

Fig. 3. Points on dotted curves represent the interval frequencies of Table 5. The unit on the vertical
axis is 1/100. The curves labelled IT represent the upper tails of the distributions. The corresponding

points on the full lines are the same interval frequencies as
with a taking values 2.5, 2.0, 3.0, and 3.5, respectively,

In order to obtain estimates h(m) for
FAMITA in the months May-August,
we have used the regression
B(m) = 1.3 B(m) (35)
FAM UTS

obtained from the data of the months
September—October. (See Figure 5.)
Substituting from the obtained esti-
mates into (28) and (29) we have got data
for the curves drawn in Figure 6, a—d
which illustrate the smoothing efficiency

obtained from the Gamma distribution

of the model representation with the an-
nual and semiannual components. It
looks as if this model is. quite satisfactory,
and it will therefore be adepted in the
following. The discussion of the error
distribution of the coefficient estimates is
difficult, and will be skipped over for the
present.

1.9 The model representation of F(h ;v,l)

We are now in the position to formu- -

late the model probability distribution

I_o-

5.0
h*
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I 2 3 bhe 2 3 B § |
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x
0 % 90% &
h% '
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50% - 95%
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h*

Fig. 4. These curves are the cumulative frequencies of Table 4, corresponding to the curves in Fig. 3,

F(h;7,1). By account of the results in the two preceding sections, we get

PA{H < h] = Flbsol) = & Fia)

a+1
2nt . 2mr 4nt . dmr
,umao+alcosg—ég—}-blsm%—l—azcos—g—ég—l—bzsm%g - (36)
In (36) a, a,, a,, by, b, are functions of locality, only. For integer values of o, the gamma 3 -
distribution is
G : _}—C- x  1/x\2 1 x\ &1 37
(x;08) =1—e ﬁ(1+3+§(;§) ++T&—_—1)T(E) ) (37)

As we have found o to have values near the integers 2, 3, 4, we define functions Gy,

G;, G4 from



{41y
— e'_ #

I

Gy (h)
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(1 + (@ + Dija + g(a + Dhyu?)

Ga(h) = 1= &= (1 4 (a + Dl + (e + Db + L((a+ Db (38)

Gaf) = 1 — e~ (14 (a4 D + 5((a + Dhy)®) +

| =

(@ + Dhjp)® + ge(a + Dhjp))

from which we find by quadratic interpolation

1 1
G (hfu; a, Py G; + Q(a — 3)(Gy —

The algorithms (36), (39) will be used
extensively in Part III. They may, for
instance, be used for computation on a
small desk computer.

110 T%e frequency distributions of computed
wave-heights

Relative interval frequencies of observed
significant wave-heights have been com-

FAMITA |
3.0
2.0 - *
1_0:-
UTSIRA
0 ' | ' | 1 |

0. 1.0 2.0 3.0

Gi) +5 (a— 3G, — 26, + Gy (39)

pared with those of computed waves in

gridpoints nearby, considering all obser- -

vations at a station as a single group. At
MIKE the visually estimated heights of
wind sea and swell have been combined

in accordance with the formula used to

get the significant wave-height from com-
puted wind-sea and swell. The results are
shown in Figure 7, a—d. ‘

Table 6

The first moment g of sign. wave height as a

function of the day = of the year is estimated by
) 4 s 2nr b 2nt
= e 5 —

m(T a’y alsm365—|— 1 CO 365

+oansi dnr Ly

sin — 08 ——
HaTggs T P2 % g
and ay, a’y, a’5, b’}, b’y are given in the table.

_ a’, a’y, al, _ by b’y
FAMITA: 226 093 0.25 0.33 —0.25
UTSIRA:  1.75 057 0.7 0.17 —0.24
AMI: 2.22 082" 0.04 0.32 —0.11

MIKE: 2.3¢ 066 —0.01 0.09 0.07

Fig. 5. Simultaneous values in metres of the
monthly sample means of significant wave-heights

at UTSIRA and FAMITA for the months Sep-

tember through April.

2 4 e Pt ot o e T s e e T o e e LT T T i s
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We observe that the frequencies of
computed heights at all four stations are
markedly too high below approximately
1 m, and markedly too low between 1 m
and 4-5 m. Above 4-5 m the frequencies
of computed wave-heights are too high at
Ekofisk, Statfjord and Tromseflaket,
wherecas there are no signs of systematic
differences between the two distributions
at MIKE /Mike. ‘

We have previously arrived at the result
that the cumulative frequency distribu-

1.0

| ] { i !
1

]

I I |
M J J A S O N D J F
{mid - months )

Fig. 6. Estimates offirst moments of significant wave-
height. Crosses on dotted curves represent estimates
from monthly sample means, valid approximately
for mid-month days, whereas the full lines repre-

sent estimates for arbitrary days of the year oh-

tained from a Fourier development of the mid-
month estimates in an annual and semi-annual

~ component in addition to the annual average.

tions of the observed significant wave-
heights at different times of the year differ
significantly only by scale factors at the
h-axis. This result does not apply to the
computed waves. This may for instance

be seen by considering the variation of the - -

ratio h/h.s over the year. Except for
random variations this should be a con-
stant if the mentioned transformation rule
is correct. Figure 8 a—b shows the variation

of h and h,.; at MIKE for the observed
and computed waves obtained from the
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Fig. 7. All-year interval frequencies of significant wave-height for observed (dotted lines) and computed
(full lines) at gridpoints nearby. Fig. (a): FAMITA/Ekofisk. (b) BRENT/Statfjord. (c) AMI/Tromse~

flaket. (d) MIKE/Mike. Interval length 0.5 m in (a) and (d); 1.0 m in (b) and (c).

-

observation period October 3, 1972— This fact, of course, complicates the:
September 30, 1977, which clearly de- correction rules we must apply in order to
monstrates that h/h,., is not a constant make the statistics of the computed wave
over the year for the computed waves, by heights acceptable.

contrast to what i1s the case for the ob-
served wave-heights.
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{a)
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AMIJJASONDIJFMA

(b))

Computed
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Fig. 8. Monthly sample means h and standard deviations h..,. at MIKE. Fig. 8 (a): 'Observed waves.

Fig. 8 (b): Computed waves nearby.

1.11 A correction procedure jfor the frequency
distributions of computed significant wave-
heights

Although it may not necessarily be the
best correction method, we shall present
in this section a short-cut to one method
for obtaining a correction to the frequency
distributions of computed wave-héights.
We then at first summarize one result from
‘the above comparisons, namely that the
interval frequencies agree in height inter-
vals as given below:

Ekofisk —- FAMITA; 3.75 m—4.25m

Mike — MIKE: 495 m—4.75 m

Statfjord —- BRENT: 4.50 m-5.50 m
4.25 m-5.25m

Tromseflaket — AMI:

To see if this holds throughout the year,
we have calculated the differences be-
tween interval frequencies of computed
and observed significant wave heights at
MIKE for each month separately. The
results which are given in the table below
show no systematic difference over the
year in the interval 4.25-4.75 m.

- Table 7
Difference between computed and observed significant wave-height interval frequenmes at MIKE and

nearby gridpoint. Unit 1/1000.

J F M A M J J A S O N D Interval
6 0 13 7 65 100 123 45 40 32 13 6  0.00-0.25m
6 - 8- 77 200 258 173 303 284 173 150 93 .77 0.25-0.75m
26 107 39 60 —45 93 39 26 —7 124 80 19  0.75-1.25m
26 —36 —65 20 45 —147 —168 —213 —107 —46 40 B 1.25-1.75 m
58 —121 —32 —40 -—116 —153 —187 —58 13 —137 —80 -6 1.75-2.25 m
—65 —29 —32 —113 —39 —60 —58 —58 —40 —65 —53 —71 2.25-2.75 m
6 —43 —39 —100 —90 7 —26 -39 —73 —72 53 0 275-3.25m
—71 —36 3 —13 —13 —7 - 26 6. —20 —40 —7 -39 3.25-3.75 m
19 —43 0 <27 13 —13 —32 6 —7 39 7 —13  3.754.25m
13 14 39 0 19 —7 —19 0 27 7 —7  —26 , 4.254.75m
—13 3% —19 —13 6 13 0 —-—6 —13 7 0 6 4.75-525m
—13 14 13 7 0 0 0 6 7. 7 7 - 19 5255.75m
-13 —21 —I13 -7 -—13 0 0 0. —7 —7 —33 —6  5.75-6.25m
7 —I13 13 0 0 0 0 0 —13 20 —6  6.25-6.75m

32




This result will be applied to the other
 stations as well for the intervals above.

We shall denote the monthly interval
frequencies of the computed wave-heights

by fc(m):

fo(m) = Foomp(h’ + Ahjm) —

(b — Ahsm) (40)

Fcomp

The corresponding model frequencies,
fy(m), are

fy(m) = G(b" + Ah;e,p(m)) —
G(h' — Ah;a,f(m)) ~ 2 Ah G’ =

e
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- Putting {. = fy in the interval where they

agree gives

h’ '
2Ah _—/( h’ @ :
myat® P () = el
At stations where a is knowr, or may be
found, this equation may be used to find
B(m) from knowledge of f(m).

Below in Table 8 we give first the results

for Ekofisk, Mike and Tromsaﬂz;'aket,
where previously o has been estimated,
based on interval frequencies f.(m) ob-
tained for the period October 3, 1972-

)

September 30, 1977. We have added a

2Ah i -
column for h derived from h = (a +- 1)’

= sema 7o () (1)

Table 8

. f,: Observed monthly percentage frequencies of computed sign. wave heights in intervals b’ —Ah,h’ 4 Ah.
- B’: Corresponding estimates of the parameter § in a Gamma distribution with numerical values of the
parameter ¢ as given in the table.

k: Corresponding estimates in metres of the first moments using the formula g = {a -}- 1)8.

EKOFISK MIKE TROMS@GFLAKET
a=25 a =35 a =30
h' =40m h! = 4.5 m h' =475m T
Ah =025m Ah = 0.25m Ah =050m
1 fc 4 h fc N h fe i h -
BE 7.90 0.87 5.05 - 5.60 0.645 2.90 6.37 - 0.64 2.56
F 5.10 0.675 2.36 5.80 0.655 2,95 6.96 0.66 2.64
M 580 . 0.72 2.52 5.70 0.650 2.93 6.70 - 0.65 2.60
A 5.10 0.675  2.36 3.05 0.535  2.41 3.33 0.54 2.16
M 2.40 0.54 1.89 2.70 0520 2.34 048  0.40 1.60
J 1.85 0.43 1.51 0.60 0.300 1.35 0.17 0.36 1.44
J 0.95 0.44 1.54 0.30 0.250 1.13° 0.73 0.42 1.68
A 1.05 0.45 1.58 0.65 0.310 1.40 0.89 0.435.  1.74
S 4,00 0.62 2.17 2.65 0.515 2.32 3.67.  0.56 2.24
0] 4.15 0.625 2.19 5.01 0.620 2.79 466 059 236
N 5.90 0.725 2.54 5.25. 0.630  2.84- 925 073 292
D 8.55 0.95 3.33 4.45 0595 2.68 .- 8.39.. 0.70 2.80
% m % m . L % .. m .

With the monthly values of f thusl'_,
found together with the used values of a,

we can, by substitution into the gamma
distribution G(h;e,f(m)}), find the month-

ly corrected frequencies within arbitrary

limits of h for the computed wave-heights.
After this has been accomplished, these

monthly frequencies are added and aver-

aged for October—March at Ekofisk, and
for January-December for Mike and
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%o (a) FAMITA

15

10

AMI

h

1 I\ .
7 8m

Fig. 9. This figure corresponds to Fig. 7 (a), (c),

and (d) after the frequencies for the computed
waves have been corrected.

Tromsetlaket. The results are illustrated
in Figure 9 a—c by the heavy drawn lines.

By contrast to the non-corrected fre-
quencics of the computed waves, which
were illustrated in Figure 7, we see that

h

1 xhx CEVNTILE AT, P S

6 7-8 9 MUm

MIKE

the corrected frequencies now compare -

well with those of the observed waves,

notwithstanding the difference in periods

at FAMITA and AMI for the computed
and observed waves. _
At Statfjord the parameter o has not
previously been estimated. Instead we
have adopted the value a which, after the
B(m)’s have been determined from the
computed wave-frequencies in the interval
4.5-5.5 m obtained from the period Oc-
tober 3, 1972-September 30, 1977, gives
the best agreement with the instrument-
measured frequency distribution in the
period December 1, 1975 to December 31,
1977, when averaged over this 25-month
period. This has resulted in the approxi-
mate value a = 3. - '
The Table for f., 8’ and h is as follows:

STATFJORD

Jan Feh
fe 7.25  6.05
i 1.04 0.89
h 4.16  3.56

Mar
3.95

- 0.74

2,96

Apr
2.50
0.64

a=3; h=5m; Ah=05m
May Jun Jul Aug  Sep Oct Nov Dec
075 050 095 . 095 365 345 3.65 5.55
050 047 053 053 072 070 072 0.85
200 188 212 212 288 280 2.88 3.40

2.56

30
20

10
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Fig. 10. Figure 7 (b) after correction of the fre-
quencies of the computed waves at Statfjord.

Figure 10 illustrates the comparison
between the corrected frequency distri-
bution of computed waves and that of
instrument measured waves for the pe-
riods mentioned above at BRENT and
the nearby gridpoint Statfjord.

PART 1II

2.1 Markov models for successive events -
A:Let T, T,,..., Ty .., Tyy denote a
sequence of time sections of which we
assume

(t€ Ta) > (te Ty-a)

(1)
Starting year of T, is arbitrary, starting
day 7 is fixed. (2)
B: Suppose rules have been decided upon
according to which the function values of
a time-dependent variable V, whatever
they should be, within each time section
may be classified to belong to one and
only one of II categories. For convenience
the number II of categories is considered
constant,

- G: Suppose that the categories within
each time section are arranged in a
certain order, labelled by the integers
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xeX =(1,2,...1,...II) (3)

To each single result of a sequence of MM

categories there corresponds then an MM-
_*.

dimensional number x = (X,%,,...%y,
.. .Xym) and vice versa. For N years there
correspond N results, from which we may
find the observed relative frequenaes f
defined by

obs

( x)

obs (X)

(4)

where n(x) is the number of times a given
—-

‘result x has occurred in the sample of

size N.
Altogether there are IIMM different -

possible results. This is our sample space S:

—-
S = XMM-—-{XIXMEX} (5)
= 1,2,..., MM '
We suppose now that to any event A
belonging to S there is connected a prob-
ability Pr(A). When dealing with particu-

“lar events of interest, they will often be

defined by a criterion c for selecting those
—
results x belonging to A, We may write

- this symbolically by

A= A(c) = {;ic} (6)
A=A(c)=u {}5 '(7,)
o

where the last expression is the union of all
—
single results x which satisfy the selection

criterion. If, as a particular case, the
criterion is

c: Xy has specified arbitrary value x, the
—
other components of x being unspecified

we write the corresponding A(c):
Afc) = Xy, or Alc) = (xm =X)

If xyy and xy. both have specified values,
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the others not, then A(c) is the infersection
of Xy and Xy which shall be written as

Ac) = XXy or
Alc) = _(XM = X) (Xy = X')

which generalizes to an arbitrary number
of components having specified values.

A criterion ¢ of special interest is a
condition on all or some of the first M

components. In this case we shall write:

5
A(c) = A{c,M) ={x]| some or all of the
first M compo-
nents satisfy a gi- -
ven condition }
Let us now consider an event which is the
intersection of A(c,M), Xpy,; and Xy,,.
The probability of this event may then
be written as:

Pr{A(c, M) XyesKueral = PrIA(GM)Xyr 1JPr(Xygs A (e, M) Xrs 1) ®)

where the last factor is the conditionh! probability that XM+2 has a specified value when

the event A(c,M) Xy, is given.

The first order Markov model may now be formulated as:

PT(XM+2IA(C,M)XM+1) = Pr(XM+2|XM+1) (9
Using this in (8), we obtain
Pe[A(c, M) Xyt 1 Xar] = PrlA (M) Xyu 1) IPr(XagoKues o) (10)
In the second order Markov model the equations corresponding to (9), (10) are:
Pr(XM+3|A(CJM)XM+1XM+2). = Pr(XM+3|XM+1XM+2) _ (11).
PriA(c,M) Xy 1 Xym+2Xmes] = Pr[A(C,M)XM+1XM+Z]Pr(XM+3IXM+1XM+2) (12_)
2.2 Multinomial distributions in Markev ~We may symbolize this condition by
models
' C: (Tl ey Tppay, M 15

Consider now a condition c on the first M (rare -2 M) ( )
components given by An event A can always be written:
c:x =1 - occurs r; times A = AS (16)

X =2 occurs r, times Writing S as the union

e (13)

x = II — 1 occurs r;;_, times S = IG (xy = I)

) 1=1 7 o _
Obviously, we must have and substituting this together with the A
Ty, oy < M fulfilling condition (15), we obtain '
n4+rn+ .., +rp, <M (14) .

' noo -
AryTe. o Ty-pM) = ]91 A(ry,ry,. oy Ty, M) (xy = 1) (17)

Now the two conditions

C: (ryTgy. .., LR
c: (ryry,. .., r,—1,..

ri-pM 4 1) and xyyy =]

s Ti-1,M) a.nd Xp1 =J
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are equivalent conditions and define therefore identical events:
Alryry, .oy Tp-pM + D(xyeg =J) =
A(r13r27' ‘0 I'J - 1: L rII—IzM) (XM+1 :J) : (18)

Substituting here from (17) we obtain |
A(ryTy. - o5 M + Di{xpey =J) = -

u . (19)

181 A(I‘l,. .y I’J - ].,. “ay I‘"_I,M) (XM et I)(XM-I-]_ frona] J)

Here the events on the right-hand side are disjoint. Using the result (10) valid in a
first-order Markov model, we therefore get for the corresponding probabilities

PriA(rpry. . oy, M 4+ D (Eyes =1 =

I ' (_20)
I%'l PI‘[A(I‘I, ey I‘_T - 1, .o I‘"_I,M) (XM == I)]PI‘(XM+1 == JIXM — I) ’
- and correspondingly from (17) |
: 1 | |
- PrA(ryr,. .. r11—1:M + 1] = Z Pr{A( r13r2: oo T M+ D (xy41 = J)] (21)

(20), (21) is a recurrence scheme to obtam the multinomial probablhty d1*=tr1but10n in
a first order Markov model.
We introduce functions defined by

F(ryrs,- . o -, M,1) = PrlA(ry,r,,. . ., r1i~1aM) (xp = I)]
G‘(I‘l,rg,, g r]]"'lﬂM) = PI‘[A(rl,rz,. .y r[["‘l?M)]
- PP(LJ,M) = Pr(xumq ZJIXM =1

Then (20), (21) become

II

F(r ..t M 4+ L) = ¥ Flrg. ..ty — 1,..., e, M,I)PP(L,],M)

= . | (22)
G(rpty- - - ry-p, M) = ﬁ:l F(ryrg,. .., ry-1,M,])) '
As input we need PP(I,],M) and the initial field of F. If P(1,1) is defined as
P(L1) = Pr(x, = I) s (23)

we casily find that the initial field F is determined from

F=0 for M =1 except that

F(O,...,r =1,... 0,M = 1,]) __P(J,) _
J=12,.. 0 —1 | (24)

F(0,0,... OM_IJ—II)=P(III) '

If we use a second-order Markov model we get, instead of (22), (23), the followmg
recurrence scheme for deriving the multmomlal probability distribution: 2
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F(I‘]_,I‘Z, ceey I‘"_],M + I:J:K) _

I '
Z F{ryrg,..., ¢ — 1,.. .,M,I,])PPP(I,J,K,M — 1)

I=1

(25)

11
G(rlﬁrz)' s rII,—l:M) = 2 F(rlsrza Py rII—l:M:J:K)
PK=1
where

PPP(LJ,K,M) = Pr[xy s, = KI(XM = 1) (xp41 = J)]

In addition we need the initial field for F, i.e. for M = 2. The scheme below for fhc case
where II = 3 will demonstrate how to construct the initial field in the general case.

II=3; M=2
I J I, Iy F
1 1t 2 0 P(,M=DPP{,1,M=1)
1 2 1 1  P(,M=1HPP(,2,M=1)
1 3 1 0 P(IM=1PP(1,5M=1)
2 1 1 1 P@2M:=1PP2ILM=1) .
2 2 0 2 P2,M=1PP22M-:=1) : (26)
2 3 0 1 P@2M-=1PP23M=1) |
3 1 1 0 PBM=INPPGBILM=1)
3 2 0 1 PBM=1PPB32M=1)
3 3 0 0 PBM= 1)PP(8,3,M-= 1)

Otherwise F = 0.

2.3 Probability distributions of sums in first-
order Markov models

are identical conditions defmlng the 1den-_ :
tical events

Let now A(QM + 1) {(xy4y =]) = |
c: (q,M) 27y A fJ,-M)(xMH =]) o (?1)
denote the condition Substituting here on the right-hand side
from (30), we obtain
X+ X+ ... +Xy=¢g (28)
o AGM + 1) (41 = J) =
Obviously I

1=U1 Alg — M) (xy = D) (xms1 =J) (32)

qeQ={MM+1,...,II-M} (29)
As in the previous section we can, cor- Noting that the events on the right-hand
responding to equation (17), write: side of (32), (30) are disjoint, we obtain the

equations for the corresponding proba-

" bili he f for th
A(q,M) = u A{g,M)(xy = I) (30) bilities, using the function notation for the

probabilities:
Furthermore F(q,M -+ 1,]) =
cr (g, M+1) and (Xpey = ]) 1

ci(q—JM) and (yn=J) X F@—JMDPRC AV (33)
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2.4 Probability distributions of extremes in first-

1
G(q,M + 1) = JZI F(q,M + J) * order Markov models
with the 1111t1al field of T given by - Let us consider the event V), defined by
F = 0 except that Ve = Maximum V at M time points
FJM = 1]} = P(J.1) (34) tisto - o5 b ] (35)
Then _ -
Pr{Viyge < V] = Pr[(V(t) < v)(V(t) < v} ... (V(ty) < V)] (36)

With the labelling

Xx=1e—>V(ty) <v ,
M =12,....M
X =2+—=>V(ty) >v :

(36) may be written

PriVye, vl = Pri(x = D(xp = 1) - (XM 1)] : - (37)
According to (10) in a first-order Markov model (37) may be written ' o
Pr{Vie < V] = Pr{xy = 1)(x, = 1) ... (xy-1 = 1)] Prixy = I |XM71 = 1) (_38)

and by induction

o M-1 , _

Pr[Viyax <v] =Pr(xy =1) J] Pr(fuss = xwe = 1) L (39)
. Mfo1 | |

With F(v,M) defined by -

FK(V’M) = Pr[VMax 5 V]

and the carlier notations for Pr(x, = 1) and Pr(xy.4; = 1jxy = 1) equation (36) may
be written : -

F.(v,M) = P(1,1) 1‘[ PP(1,1,M) (40).

2.5 Probability distributions of duration of ‘runs’ . C

In this case the chosen number of categories is two, labelled by x = 1 and x = 2.
A ‘run’ of length D of category 1 which starts at t, is defined as the intersection of events

AD) =, =2{(x, =1 ... (xp — _1_)(1;D+1 = 2) given that x, =2 and xy = 1.

Its probability is given by the conditional probability

Pri(x, = 2)(xy = 1) -+ (xp = 1) (Xp41 = 2)]
FrADI] = Pri(x, = 25 = )]

Using here the general multiplication law in the numerator and denominator, we get
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Pr[A(D)] —
Pr(x, == 2} - Pr(x, = leo = 2}...

(%o = 2l = 1). .. (xp = 1)]

Pr(x, = 2) - Pr(x1 x| = 2) (41)

In the first-order Markov model this simplifies to
D-1
Pr[A(D) ([1 Pr(Xpsy = 1y = 1)) —~1)
In function notation this becomes:
F(D) = (H PP l,I,M)) PP(1,2,D) (42)
In the second-order Markov model we get instead
' D-2 “
F(D) = PP(2,l,1,M = 0) T] PP(1,1,1,M) PP(1,1,2,D — 1) (43)
M=1 .
For the expectation of the variate D we always get
‘ d 1

E(D) = ¥ D PHAD)] = g1 (44)
when the time series is stationary. This im- =
portant rule does not use any Markov, DZI Dn(D) 1 -
model concept, but only that the series is n(1,2) n(1,2)
stationary. For its proof we note first that n(1)
because of the stationarity we may now 1
consider a sample of size N as the results which are estimates of E(D) and W

at IN successive time points t,, t,
ts -+ - ty. We now let

n(1,2) = number of events

(X = 1) (Xpe1 = 2)
= number of runs

n(l) = number of results x = 1

n(D) = number of runs of result x = 1
of length D in the sample of
size N.

Obviously

n(l) = :21 Dn(D)

Dividing here on both 51des with n(l, 2)
we get

Letting n increase indefinitely, thesé_ esti-
mates will approach the underlying prob-
abilities, resulting in (44).

PART Iil :
3. Applications to the study of the wave-climate. .
3.1 Probability distributions that H <h r
times at M successive equidisiant time points
In this case the time sections are the time
points  t;,t,, ... by e - eyt with
tm — ty—y = At The categories may be
arranged as

x=1:H<h;x=2: H>h



at any time ty, where h is an arbitrary
fixed wave-height. The probability distri-
bution we are seeking is the multinomial
distribution in 2.2 with II =2, In a
second order Markov model this distri-
bution may be found from the recurrence
scheme in (25). The output of this scheme
is a function G(r,m) defined by

G(r,M) = Pr[H < h r times at M suc-
cessive, equidistant time points|

A more flexible function for the users is

the corresponding cumulative distribution

GC(r,M) defined by

GC(r,M) = Pr[H < h at most r times at
M successive, equidistant time points]

- We note that

1 — GO(r,M) = Pr[H < h at least v + 1
times at M successive time points]

and

GC(r,M) = Pr[H > h at least M—r tlmes
at M successive time points]

In applying this recurrence scheme to
wave-height data, we have so far only
considered the case with

‘At == 24 hrs.; MM == 30;
t, = first day of a month

Then we may quite safely consider
P(I,M), PP(LJ,M), and PPP(LJ,K,M)
as constants equal to their mid-month
values, which may be estimated from
calendar month groups of observations.
The corresponding recurrence scheme has
been programmed for the NORDIC

Bll(r
B12(r
B2l(r
B22(r

i
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computing system at the Norwegian Me-
teorological Institute.

It has been applied to visually estimated
wave-heights at MIKE using observa-
tions for the period 1954-1972, and for
computed heights at five different locations

using computations for the period October

3, 1972-September 30, 1977. The results
are listed for selected h-values for M = 3,6,
9,12,18,21,24,27,30 days, and available

~ from the Meteorological Institute, -The

results for MIKE are reported (R. Fjertoft
1977).

~ Because of the general interest of this
programme, we shall below write it down
in a very schematic form, so that it may

be easily reprogrammed if so desired. We
shall. make changes in the _notation_s_ ‘as
follows:

For I,_], = 1,2 we write

P(LM) =PI
PP(LJ,M) = PIJ
PPP 1,],K,M — PIJK
F(I‘,M,I,J_) = AIJ(I‘)

F(r,M + LLJ) = BIJ(r)

The recurrence scheme may be written:
Forr =—1,0,...,MM, make Al]J, BU=0
Then make '

Al1(2) = P1 P11; A12(1) = P1 P12
A21(1) = P2 P21; A22(0) = P2 P22

Then for

M=3,...,.MM -
r =0,...,.M
make '

P111 AlL(r — 1) + P211 A21(r — 1)
P112 Al1(r) + P212 A21(r)

P121 A12(r — 1) + P221 A22(r — 1)
P122 A12(r) + P222 A22(r) -
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All(r) = Bl1(r); Al12(r) = BI2(1)
A21(r) = B21(r); A22(r) = B22(x)

G(r,M)= Al1(r) + AI2(r) -+ A21(x) + A22(x

GC(r,M) =

i G(r', M)

Write GC(r,M) for selected values of M.

3.2 An alternative method for deriving the prob-
ability distribution of the previous section

‘The genuine Markov probability model
concept applies the same basic ideas to
the probabilities of the future possible states
of a well-defined physical system, as do

the physical laws to the states themselves,

in that the future development is uniquely
determined when, in addition to the prob-
ability — respectively the physical laws,
the state is given initially. The injtial state
- in a single location, however, does of
course not define a physical system. If,
- however, the past local history back to
some time is known, this somewhat reflects

the state at some earlier time of a volume

of the atmosphere—ocean system. Markov
models, given such local histories, may
therefore be a little more soundly founded
than are models in which only the local
initial states are taken as known. However,

great difficulties are encountered if one

Pr{H <h q — M times at MN time points] = Pr[x, + x, -+

For the probabilitics on the right-hand
side of (1) we have derived the recurrence
scheme (33), (34) in Part IT applicable in
a first order Markov model. Using this in

endeavours to. describe the history in too
great details. The example treated below
illustrates how one may proceed to over-
come some of these difficulties.

We consider now timé sections defined
by MM successive collectlons of N time
points:

TM: .y TMM =

Ti={ty..., tah--.

{t(MM DN+1- - > tum « N}

Within each T the number s of times H
is less or equal to a given height h, ranges
froms =0tos = N.

Taking these as our 11 categorles label-
led by the integers X = {1,2,. 11}
such that s == I — 1, we obtam that

q=%+%4+ ... +xy=r+ M

where r is the number of times H is less
or equal to h at M+ N time points. Ac-
cordingly

ctxe=q] (1)

the present case, the probability functions
P(L1) and PP(LJ,M) in the recurrence
scheme are defined by:

P(L1) = Pr(x; =1I) = Pr[H <h I — 1 times in the first N time points]

P(LJ,M) = Pr(xy4, *—J,XM =1I) =

Pr(H < h J — I times within T, when H <h
I — 1 times within T),) ' '
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Fig. 11. Selected monthly probabilities in unit
1/1000 at MIKE that significant waveheight ex-
ceeds 2,75 m in at most r’ (numbers at vertical
axis) out of 30 successive days. :

These probabilities have been estimated
for cach calendar month using the visually
estimated wave-heights at MIKE for the
years 1954-1972, taking N = 6 and ob-
servations 24 hours apart. The starting
days are the first days of the calendar
months and M is running up to MM = 15

at most. Figure 11 shows selected per-.

centiles of GC (r', MN = 30) calenda1

month when h = 2.75 m. r’ is the integer

30 — r and accordingly

GC(r', MN =30) = Prf[H>2.75m 1’
times at most in 30 days] :

It can be shown that the derived distri~

butions fit well to observations and repre-
sent an improvement of the results ob-
tained from the second order Markov
model described in 3.1. Figure 12 illus-

trates how the model fits observations in °

July and January.
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Fig. 12. Probabilities that visually estimated

significant wave-height exceeds 2.75 m in a certain

number of days out of 30 successive days in July

and January.

Crosses: Estimates from direct counting

Dotts: Estimates from 1. order Markov chaing
applied to successive 6 days intervals,

3.3 Probability distributions of~H mean over M
equidistant, successive time points

The recurrence scheme (33), (34) of part
II may be used to derive this distribution.
At each time point we consider the II
categories

0 < H < Ah, Ah < H < 2Ah,. ..,
(I — 1)Ah < H < IAh,.
(II — DAR < H,
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labelled by the integers X = {1,2,...,1,
..., 11} such that x = I corresponds to
(I — 1)Ah < H < IAh. The mean value
HAM of the first M values of H may then
be written approximately as

Ah .
HAM=W(X1+X2—|— coe Fxy) —
', Ah - q
0.5 Ah = ™M 0.5 Ah.
Hence
Pr(HAM =%I}l-q _ O.5Ah) -

Prix, + x, 4+ ... + x4y = q)

Using the scheme (33), (34) to find the
probability distribution for q we have at
the same time the probability distribution

for HAM — %q — 0.5Ah. This has

been - accomplished for the normalized

variable h* = h/h(7) at MIKE, taking
II = 15 and the corresponding interval

length Ah* as the unit of h*, The transition

probability matrix PP(L]), L] = 1,15,

is estimated from 22 years of observations
for pairs of days 5 times a month. The
values are given below together with P(I)
in Table 9, '

The resulting interval frequencies of H*,
H*A2, H*A15 and H*A30 are given in
Figure 13 and give an impression of the

rate of decrease of variance and approach

to normal distribution.

3.4 Probability distributions of HMAX in
periods of arbitrary lengths

Such distributions may be represented
with negligible errors by certain asymp-
totic distributions if the periods are long
enough, but will otherwise be of no help.

In such cases we may take advantage of a

model distribution for F(h;v) and the
relevant transition probabilities. In. the
following we shall briefly outline one such
method, and next apply it as an example
to the station Statfjord.

Table 9

MIKE
PP(LJ).= Pr(Hff 4, =J — O5|HY =1 — 0.5). Unit: 1/1000. ‘
I 1 2 3 4 5 6 7. 8 9 10 11 12 13 14 I5
J
1 325 47 1 71 7 3 3 2 i 1 2 3 3 3 2
2 245 398 128 80 47 32 2 19 11 11 11" 14 11 8 4
3 177 314 340 224 175 158 106 93 75 80 74 69 48 34 19
4 122 131 238 303 231 200 199 176 149 136 133 ‘124 111 85 37
5 76 63 128 158 191 196 209 185 194 170 178 138 138 127 112
6 27 26 83 99 140 158 173 176 149 170 181 138 144 153 187
7 14710 34 61 93 106 105 111 130 132 130 122 133 136 295
8 5 4 17 30 47 61. 63 74 100 109 74 110 111 121 187
9 3 3 9 16 30 32 46 . 65 78 64 63 8 94 119 112
102 2 6 10 17 24 30 . 4 42 43 5 69 8 8 56
11 1 1 3 6 11 15 18 19 25 32 37 52 56 68 9
12 1 1 -2 3 5 6 9 15 19 21 28 3¢ 3% 34 19
13 1 0 1 2 3 4 6. 9 I3 17 19 21 22 17 7
14 1 0 o0 1 2 3 4 7 10 11 15 14 - 11 8 4
5 0 0 0 0 1 2 3 5 4 3 3 3 2 2 2
P(I) = Pr(H* = I — 0.5) . :
14 72 222 236 162 117 72 41 24 17 10 5 3 2 1




Fig. 13. Probability distributions of normalized
significant wave-heights, h/ﬁ, at MIKE averaged
for 1, 2, 15, and 30 days. (The values of h/ﬂ'have
been multiplied by a certain scale factor).

We consider successive equidistant time
points, for instance 24 hours apart, and

arrange them in groups each of which

contains N successive time pomts

T, =17y, 7 4 1,.. rl—{—N-1
Tzz"za Tz_l_li 172+le (2)
;TM-—rM,':M—{—l ‘L'M—|—N-—~1

Let further Fx(h; M) and
Fxx(h; M- N, 7;) represent cumulative
‘distributions of HMAX in Ty and

Ya

Ya

50

40

30

20
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Ty, Tyyo ooy Ty, respectively. With fwo VO

first-order Markov models these distribu-

‘tions may be written (cf. Part I, eq. (40)): o 1

N-1 -
Fx(h;M) = F(h; rM)rI (1105 ) (3)
| M-1 .
Fxx(h M- N, ;) = Fx(h;1) H Ex11(h; M’) (4)

Here F11 and F xll are the transition probabilities

Fl1 (hyr) — Pr[H<h at

1:—[—1|H<h at 7|

Fxl1 (h;M’) = Pr[HMAX in Ty, <h | HMAX in T, <h]

Insértmg the inverses h = H(F ;1:) and
H(Fx;M’) we may write

Fl1 = F11{F;7) (5)
Fx11 = Fx11(Fx;M’) - (6)

It may be shown that these equations may
‘be replaced approximately by

F11 = F11(F) (7
Fxll = Fx11(F,) (8)

for larger parts of the year. At least (8)
~will be approximately true if N is not too

large Besides increasing the significance
in the estimates of the functions F11 and
Fx11, eqs. (7) and (8) also simplify com-
putations somewhat.

For F(h;z) we have the model repre-
sentation

h 1

9

o~ 20 . 2mT
h=a,+a,cos = —|—To1 sin ——
- 365 365 (10)

4x . 4dm <t
+ a,co8 —+ 365 —|—b2 SIN
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Table 10

STATFJORD
Pr (MAX SIGN. H in x days starting October 1 < h). Units 1/1000, and metres
h: ‘ X
6 7 8 9 10 11 12 13 14 days
890 960 987 996 998.8 999.7 999.90 999.97 999.99 6
814 926 975 992 997.5 999.3 999.79 999.94  999.98 12
740 891 961 987 996.0 998.6 999.65 999.90 = 999.97 18
668 853 - 945 981 994.2 998.2 999.48 999.85 999.96 24
594 813 927 974 991.8 997.5 999.24  999.78 - 999.94 . 30
523 769 906 966 989 996.6 ‘998.93 999.69 999.90 = 36
452 721 881 956 985 995.3 998.47 999.54 999.86 42
382 669 851 944 980 993.5 997.86 999.34 999.79 48 .
316 613 817 928 973 991.1 ©  997.00 999.0 999.69 -~ 54,
255 555 779 909 965 998 995.79 998.6 © 999.52 60
200 493 736 - 885 954 983 994.05 998.0 999.29 66
152 430 689 857 941 977 991.60 997.0 998.9 72
112 367 637. 824 924 970 988 995.7 998.4 78
- 80 308 583 787 904 961 984 994.0 997.7 84
56 254 528 747 880 949 979 991.7 997.5 90
38 204 472 704 854 936 973 988.9 996.3 . 9%
25 162 418 660 826 921 965 - 985.5 994.8 102~
16 127 367 615 797 905 957 981.7 993.2 108
11 a9 322 573 767 888 948 977.8 991.3 114
7 77 281 534 738 871 939 1 973.6 989.5 120
5 60 246 497 - 711 855 - 931 970.0 - 987.8 126
3 47 217 465 686 840 924 - 966.2 986.2 132
2 38 193 437 663 828 . 917 - .963.2 - 984.9 - 138.
1.4 31 174 413 - 645 817 912 . 960.0 - 983.8 144
1.0 26 159 395 630 809 1908 959.0 983.1 150
Egs. (3), (4), (alternatively (5), (6)), (7), ACKNOWLEDGEMENTS

(8), (9) and (10) represent a scheme by
which Fxx(h, M- N, 7;) can be obtained

given a, a,, a;, by, a,, b, and the initial-

day 7,.

" "Using N'= 6 and' 7, = October 1 the
table above shows the results for STAT-
FJORD up to M- N MAX = 150 days.
Going from maximum significant wave-
heights to maximum wave-heights, the
heights above should be multiplied by a
factor av 1.9. Also, using 6 hours time
resolution instead of the 24 hours used
above, the heights should be magmhed
by a factor ~ 1.15. =

I am indebted to Inge Fjertoft for
carrying out extensive programming of
the. developed recurrence schemes and-
testing a number of wave- and meteoro-
logical data, including estimates of the
parameter transition probabilities. With-~
out his help and interest, this work would
hardly have been possible.
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